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\section*{ABSTRACT} Cardiovascular diseases (CVD) are among the most common serious illnesses affecting human health. CVDs may be prevented or mitigated by early diagnosis, and this may reduce mortality rates. Identifying risk factors using machine learning models is a promising approach. We would like to propose a model that incorporates different methods to achieve effective prediction of heart disease. For our proposed model to be successful, we have used efficient Data Collection, Data Pre-processing and Data Transformation methods to create accurate information for the training model. We have used a combined dataset (Cleveland, Long Beach VA, Switzerland, Hungarian and Stat log). Suitable features are selected by using the Relief, and Least Absolute Shrinkage and Selection Operator (LASSO) techniques. New hybrid classifiers like Decision Tree Bagging Method (DTBM), Random Forest Bagging Method (RFBM), K-Nearest Neighbors Bagging Method (KNNBM), AdaBoost Boosting Method (ABBM), and Gradient Boosting Boosting Method (GBBM) are developed by integrating the traditional classifiers with bagging and boosting methods, which are used in the training process. We have also instrumented some machine learning algorithms to calculate the Accuracy (ACC), Sensitivity (SEN), Error Rate, Precision (PRE) and F1 Score (F1) of our model, along with the Negative Predictive Value (NPR), False Positive Rate (FPR), and False Negative Rate (FNR). The results are shown separately to provide comparisons. Based on the result analysis, we can conclude that our proposed model produced the highest accuracy while using RFBM and Relief feature selection methods (99.05\%).

\section*{INDEX TERMS} Heart disease, machine learning, CVD, relief feature selection, LASSO feature selection, decision tree, random forest, K-nearest neighbors, AdaBoost, and gradient boosting.

\section*{I. INTRODUCTION} Cardiovascular disease has been regarded as the most severe and lethal disease in humans. The increased rate of cardiovascular diseases with a high mortality rate is causing significant risk and burden to the healthcare systems worldwide. Cardiovascular diseases are more seen in men than in women particularly in middle or old age [1], [2], although there are also children with similar health issues [3], [99].

According to data provided by the WHO, one-third of the deaths globally are caused by the heart disease. CVDs cause the death of approximately 17.9 million people every year worldwide and have a higher prevalence in Asia [4], [5]. The European Cardiology Society (ESC) reported that 26 million adults worldwide have been diagnosed with heart disease, and 3.6 million are identified each year. Roughly half of all patients diagnosed with Heart Disease die within just 1-2 years and about 3\% of the total budget for health care is deployed on treating heart disease [6]. To predict heart disease multiple tests are required. Lack of expertise of medical
staff may result in false predictions [7]. Early diagnosis can be difficult [8]. Surgical treatment of heart disease is challenging, particularly in developing countries which lack trained medical staff as well as testing equipment and other resources required for proper diagnosis and care of patients with heart problems [9]. An accurate evaluation of the risk of cardiac failure would help to prevent severe heart attacks and improve the safety of patients [10]. Machine learning algorithms can be effective in identifying the diseases, when trained on proper data [11]. Heart disease datasets are publicly available for the comparison of prediction models. The introduction of machine learning and artificial intelligence helps the researchers to design the best prediction model using the large databases which are available. Recent studies which focus on the heart-related issues in adults and children emphasized the need of reducing mortality related to CVDs. Since the available clinical datasets are inconsistent and redundant, proper preprocessing is a crucial step [12]. Selecting the significant features that can be used as the risk factors in prediction models is essential. Care should be taken to select the right combination of the features and the appropriate machine learning algorithms to develop accurate prediction models [13]. It is important to evaluate the effect of risk factors which meet the three criteria like the high prevalence in most populations; a significant impact on heart diseases independently; and they can be controlled or treated to reduce the risks [14]. Different researchers have included different risk factors or features while modeling the predictors for CVD. Features used in the development of CVD prediction models in different research works include age, sex, chest pain (cp), fasting blood sugar (FBS) – elevated FBS is linked to Diabetes [72], resting electrocardiographic results (Restecg), exercise-induced angina (exang), ST depression induced by exercise relative to rest (oldpeak), slope, number of major vessels coloured by fluoroscopy (ca), heart status (thal), maximum heart rate achieved (thalach), poor diet, family history, cholesterol (chol), high blood pressure, obesity, physical inactivity and alcohol intake [12], [15]–[19]. Recent studies reveal a need for a minimum of 14 attributes for making the prediction accurate and reliable [20]. Current researchers are finding it difficult to combine these features with the appropriate machine learning techniques to make an accurate prediction of heart disease [21]. Machine learning algorithms are most effective when they are trained on suitable datasets [22]–[25]. Since the algorithms rely on the consistency of the training and test data, the use of feature selection techniques such as data mining, Relief selection, and LASSO can help to prepare the data in order to provide a more accurate prediction. Once the relevant features are selected, classifiers and hybrid models can be applied to predict the chances of disease occurrence. Researcher have applied different techniques to develop classifiers and hybrid models [12], [20]. There are still a number of issues which may prevent accurate prediction of heart disease, like limited medical datasets, feature selection, ML algorithm applications, and a lack of in depth analysis. Our research aims to address some of these research gaps to develop a better model for CVD prediction. In this research, five datasets are combined, increasing the total size of the dataset. Two selection techniques, Relief and LASSO are utilized to extract the most relevant features based on the rank values in medical references. This also helps to deal with overfitting and underfitting problems of machine learning.

In this study, various supervised models such as AdaBoost (AB), Decision Tree (DT), Gradient Boosting (GB), K-Nearest Neighbors (KNN), and Random Forest (RF) together with hybrid classifiers are applied. Results are compared with existing studies.

The flow of the paper is as follows: Section II describes the aim and scope of this research. Section III provides an overview of related literature on the prediction of heart disease with various classifiers and hybrid approaches. Subsequently, section IV details out the proposed system and various performance metrics. The process of the data preparation, preprocessing and hybrid algorithms, Bagging and Boosting methods, are explained in section V. Section VI describes the implementation of the system and the results. Discussion on the statistical significance of the results, runtime and computational complexity and hyper-parameter tuning have been covered between section VIII and X respectively. Some recommendations for future works and conclusion are in section XII with a brief discussion on the limitations of the proposition in section XI.

II. RESEARCH AIM AND SCOPE OF THE PAPER

The aim of this research is to develop an effective method to predict heart disease, in particular Coronary Artery Disease or Coronary Heart Disease, as accurately as possible. Required steps can be summarized as follows:

1) Five datasets are combined to develop a larger and more reliable dataset.
2) Two selection techniques, Relief and LASSO, are utilized to extract the most relevant features based on rank values in medical references. This also helps to deal with overfitting and underfitting problems of machine learning.
3) Additionally, various hybrid approaches, including Bagging and Boosting, are implemented to improve the testing rate and reduce the execution time.
4) The performance of the different models is evaluated based on the overall results with All, Relief, and LASSO selected features.

III. LITERATURE REVIEW

The application of artificial intelligence and machine learning algorithms has gained much popularity in recent years due to the improved accuracy and efficiency of making predictions [25]. The importance of research in this area lies in the possibility to develop and select models with the highest accuracy and efficiency [26]. Hybrid models which integrate different machine learning models with information systems (major factors) are a promising approach for disease...
prediction [27]. Various available public data sets are applied. In the study of Latha and Jeeva [28] ensemble technique was applied for improved prediction accuracy. Using bagging and boosting techniques, the accuracy of weak classifiers was increased, and the performance for risk identification of heart disease was considered satisfactory. They used the majority voting of Naïve Bayes, Bayes Net, C 4.5, Multilayer Perceptron, PART and Random Forest (RF) classifiers in their study for the hybrid model development. An accuracy of 85.48% was achieved with the designed model. More recently [29] machine learning and conventional techniques like RF, Support Vector Machine (SVM), and learning models were tested on the UCI Heart Disease dataset. The accuracy was improved by the voting-based model, together with multiple classifiers. The study showed that for the anemic classifiers, an improvement of 2.1% was achieved. In the study of NK. Kumar and Sikamani [30], different machine learning classification techniques were used to predict chronic disease. In their study, the Hoeffding classifier achieved an accuracy of 88.56% of in CVD prediction.

Ashraf et al. [15] used both the individual learning algorithms and ensemble approaches like Bayes Net, J48, KNN, multilayer perceptron, Naïve Bayes, random tree, and random forest for prediction purposes. Of these, J48 had an accuracy of 70.77%. They subsequently employed new-fangled techniques of which KERAS obtained an 80% accuracy. A multi-task (MT) recurrent neural network was proposed to predict the onset of Cardiovascular disease with the attention mechanism at work [16]. The proposed model benefits by an Area under Curve (AUC) increase between 2 and 6%.

In the study of Amin et al. [12] the critical risk factors identified, machine learning models were applied (k-NN, DT, NB, LR, SVM, Neural Network, and a hybrid of voting with NB and LR) and a comparative analysis was performed. The outcome of their study indicates that the hybrid model, together with the selected attributes achieved an accuracy of 87.41%. The mean Fisher score feature selection algorithm (MFSFSA) together with the SVM classification model was used in the technique proposed by Saqlain et al. [31]. By using a SVM they obtained the selected feature subset and they used a validation process for MCC calculation. The features were selected based on a higher than average Fisher score. The combination of MFSFSA and SVM resulted in 81.19% accuracy, a 72.92% sensitivity, and an 88.68% specificity.

In the research work of Mienny et al. [22] prediction model for heart disease was proposed which involves the mean based splitting method, classification, and regression tree were used for randomly partitioning the dataset into smaller subsets. Afterwards, using an accuracy based weighted classifier ensemble, a homogenous ensemble was generated with the classification accuracies of 93% and 91% on the Cleveland and Framingham test sets. Two-tier ensemble-based coronary disease (CHD) detection model [24] was proposed in the study of Tama et al. Three different ensemble learners: random forest, gradient boosting machine, and extreme gradient boosting machine were used. The proposed model provides accuracy, F1, and AUC values of 98.13%, 96.6%, and 98.7%, respectively which exceeded other existing CHD detection methods.

A novel prediction model was introduced in the paper of Mohan et al. [32] with different combinations of features and several known classification techniques. An ANN with backpropagation and 13 clinical features as the input was used in the proposed HRFLM. DT, NN, SVM, and KNN were considered while making use of the data mining methods. SVM was useful for enhanced accuracy in disease prediction. The novel method Vote, in conjunction with a hybrid approach using LR and NB was proposed. An accuracy of 88.7% was obtained with the HRFLM method.

An improved random survival forest (iRSF) with high accuracy was used for the development of a comprehensive risk model in predicting heart failure mortality [33]. iRSF could discriminate between survivors and non-survivors using the novel split rule and the stop criteria. Patient demographics, clinical, laboratory information and medications were included in the 32 risk factors for the development of predictors. A data mining approach to detect cardiovascular has also been applied [34]. The Decision Tree, Bayesian classifiers, neural networks, Association law, SVM, and KNN data mining algorithms were used to detect the heart diseases. SVM resulted in an accuracy of 99.3%.

In works related to the prediction of patient survival [35], several machine learning classifiers were utilized. Feature relating to the significant risk factors were ranked and a comparison was performed between the traditional biostatistics tests and the provided machine learning algorithms. The result was that serum creatinine and ejection fraction were demonstrated to be the two most relevant features for accurate predictions. A model for CVD detection was developed with the AL Algorithm [36]. The dataset preparation and investigation was done with four algorithms. The precision was 99.83% for Decision Tree, and Random Forest methods and 85.32% and 84.49% respectively for SVM and KNN. Congestive heart failure (CHF) was effectively predicted using the ensemble method in another study [37] by analyzing the Heart rate variability (HRV) and using deep neural networks to solve the gap in related fields. The accuracy of the proposed system was 99.85%.

Yadav and Pal [3] used the UCI repository for their study. This dataset contains 14 attributes. The classification was carried out by four tree-based classification algorithms: M5P, random Tree, and Reduced Error Pruning and the Random forest ensemble method. The Pearson Correlation, Recursive Features Elimination, and Lasso Regularization were the three feature-based algorithms used in this work. The methods were then compared for accuracy and precision. The last method achieved the best performance. In recent work [38], Gupta et al. utilized the factor analysis of mixed data (FAMD) and RF-based MLA for developing a machine intelligence framework. RF was used for the prediction of disease by finding the relevant features using the FAMD. The proposed
method achieved a 93.44% accuracy, an 89.28% sensitivity and a 96.96% specificity.

Rashmi et al. [40] experimented on 303, a dataset that was extracted from the Cleveland dataset. The proposed algorithm, Decision Tree obtained 75.55% accuracy. Dinesh et al. [41] examined 920 datasets (Cleveland, Long Beach VA, Switzerland, and Hungarian) which from the UCI machine learning repository. Random forest achieved 80.89% accuracy; on the other hand, Saqlain has received 68.6% accuracy over the AFIC dataset [49]. Sharma et al. [43] have applied the K-Nearest Neighbors algorithm to the same dataset. The results were 90.16% and 80% respectively. An accuracy of 46% was recorded by Enriko [48] when using the Kita Hospital Jakarta (450) dataset. An improved result was obtained, for instance 56.13%, using AdaBoost on the Cleveland dataset by Kaur et al. [51]. Shetty et al. [45] achieve 89% accuracy using the 270 datasets from the Statlog dataset, and Chaurasia et al. [39] have been used the same with a Boosting hybrid approach resulting in an accuracy of 75.9%. The UCI laboratory dataset was also used to evaluate the performance of the Boosting ensemble technique. Cheng et al. and Chaurasia et al. obtained accuracy of 82.5% by ANN model [46] and 78.88% [39] accuracy using a hybrid model. Using the Gradient Boosting technique, Dinesh et al. [41] obtained 84.27% accuracy using a combination of 4 different datasets where Bhuvaneeswari et al. [53] achieved 95.19% accuracy using 583 records from the Cleveland and Statlog dataset. A survey result has been generated on Rajaie cardio vascular medical dataset [44] using the hybrid approach, resulting in a 79.54% accuracy. On the other hand, the Bagging approach of Decision Tree [52] achieved more than 85.03% accuracy. Three different datasets were converted into one to obtain a more accurate result. A hybrid approach, achieved an accuracy of 88.4% by Mohan et al. [42]. Latha et al. [39] used 303 datasets of Cleveland heart disease by Bagging approach and gained 80.53% accuracy. Tan et al. [47] experimented on 303 datasets which were collected from Cleveland heart disease dataset by hybrid approach and obtained 84.07% accuracy, while Latha et al. [39] achieved 85.48%.

Various techniques have been implemented on data of cardiovascular disease patients. Data are processed such that the K-Nearest Neighbors algorithm handles the missing data. The feature selection process is done following the Relief and LASSO. Various machine learning algorithms are implanted using the Bagging and Boosting approaches. One of the goals of the proposed approach is to analyze the accuracy and error rates of the algorithms in order to determine the best features.

IV. RESEARCH METHODOLOGY

An overall explanation is explained to build an intelligent machine learning system over the dataset of chronic heart disease.

A. OVERVIEW OF THE PROPOSED MODEL

Dataset is constructed by combining five different datasets (Cleveland, Hungary, Switzerland, and VA Long Beach and Statlog). This is included in the framework. Fig. 1 illustrates the workflow of recommended models. During data preprocessing, the combined dataset is analyzed to check for missing values which are then dealt with by the K-Nearest Neighbors imputation technique. To overcome overfitting issues and avoid long execution times, two different feature selection techniques are utilized: Relief and LASSO. This assists in extracting the best features. Performance of classifiers with the features selected by these techniques as well as with the original features is analyzed. After feature selection, the dataset is split into two parts: training and testing. Based on model learning rates, 80% of data is assigned for the training phase, and the remaining 20% for the testing phase. All ensemble models with classifiers are implemented to make a comparison over the combined dataset; however, the generated outcome of our model is gained within a short period. Different training model has been given for testing the dataset so that we can pick the best model for our reliable dataset. The process resulted in RFBM being the most useful with 99.05% of accuracy. Furthermore, the most suitable features of a patient having affected by heart disease have been suggested in this diagnosis system.

B. PERFORMANCE MEASURE INDICES

The effectiveness and accuracy of the machine learning method can be evaluated using performance indicators. Positive classification occurs when a person is classified as having HD. When a person is not classified as having HD, he has a negative classification. The following formula from (1) to (7) has been applied to get all of this [54], [55].

\[
\text{TP} = \text{True Positive (when the model correctly identified as having HD)}
\]

\[
\text{TN} = \text{True Negative (when the model correctly identified the opposite class, such as patients truly having no heart issues)}
\]

\[
\text{FP} = \text{False Positive (when the model incorrectly identified HD patients i.e., identifying non-HD patients as HD patients)}
\]

\[
\text{FN} = \text{False Negative (when the model incorrectly identified the opposite class, such as HD patients as normal patients)}
\]

\[
\text{Accuracy (Acc)} = \frac{(TP + TN)}{(TP + TN + FP + FN)} \quad (1)
\]

\[
\text{Precision} = \frac{TP}{(TP + FP)} \quad (2)
\]

\[
\text{Recall or Sensitivity (Sen)} = \frac{TP}{(TP + FN)} \quad (3)
\]

\[
\text{F1-score} = \frac{2(Precision \times Recall)}{(Precision + Recall)} \quad (4)
\]

\[
\text{False Positive Rate} = \frac{FP}{(FP + TN)} \quad (5)
\]

\[
\text{False Negative Rate} = \frac{FN}{(TP + FN)} \quad (6)
\]

\[
\text{Negative predictive value} = \frac{TN}{(TN + FN)} \quad (7)
\]
C. APPLICATION OF THE PROPOSED MODEL

Having a suitable application of the proposed model is key to the development of this unique system and will also help to deal with the real world challenges. The process has been illustrated in this section.

Fig. 2 picturises how a community health center can put the system to use, the following steps describes the procedures.

- **Step 1**: Reports are uploaded into the database.
- **Step 2**: Attributes are selected from the uploaded data to create input for the trained RFBM model.
Step 3: Selected attributes are processed in the trained model.

Step 4: Output is generated in terms of 0 and 1.
   - 0 = A person is less prone to CVDs.
   - 1 = A person is prone to CVDs.

Step 5: If ‘1’, notify or request the person to consult a doctor or take additional tests.

Step 6: Data uploaded to database is used to create trained model, to further improve the accuracy of hybrid classifiers and trained model.

D. JUSTIFICATION OF THE PROPOSED TECHNIQUE

This intelligent system has been developed based on the five classifiers. Subsequently, we used ensemble technique such as bagging and boosting to retain those algorithms as a base classifier. Numerous studies have already been conducted on different types of machine learning algorithms. Among them, we picked three most common techniques (DT, RF AND KNN) and two less common techniques (AB and GB). Some of the previous studies have actually shown that the predicted accuracy of DT [1], RF [1], [2] and KNN [3] algorithms were quite high compared to other existing techniques. Additionally, a limited number of studies also demonstrated AB [5], [6] as well as GB [53] can perform rather well with considerably high accuracy. Our paper highlights some of the notable research attempts that deployed Bagging and Boosting ensemble techniques as well as proposed some hybrid frameworks, however, none of those research attempts closely resembled our introduced approaches as a base classifier except DT [8] and kNN [7]. As a consequence, in this work, all of those previous approaches have been further explored with the help of ensemble techniques to make the proposed model more efficient. Although from Literature Review it can be seen that propositions put forward in [1], [5], [24] and [27] yielded promising predictive accuracy, but was not high enough in comparison to our work.

Basically, we felt the need to improve the current studies in this field and analyzed previous models to determine what
might be lacking, after which we took the initiative to devise a solution that might reshape the current ideas and provide an acceptable level of results that makes the system suitable for practical implementation.

As has been discussed before, previous works that are somewhat related to this study and deal with the datasets used here are available, however, the performance of those systems were not as expected in most cases.

We believe one reason for the lack of performance of some systems is the inability of those systems to identify the most important and highly correlated features. We want to develop a method that will first identify the optimal group of features and then identify the algorithms that works best with those features.

In our understanding, algorithms that performed well benefitted from the tightly correlated feature-set, mainly derived from the use of Relief, whereas the algorithms that did not show strong performance, could not properly evaluate the correlative structure among the features used.

The following figure has been depicted based on the highly correlated 10 features with predicted attribute (num) which are selected by Relief feature selection technique. On the right side, the attribute values are shown (from 0.3 to −0.4). From Fig. 3, it is clearly seen that ca, chol and trestbps features have strong relationship with age where the value was approximately 0.3, on the other hand, the lowest correlation was observed for thalach that was about −0.4. Similarly, cp shows a significant correlation with exang. However, the correlated values among other features were not so high and fluctuated between 0.15 and −0.3.

V. IMPLEMENTATION
A. DIFFERENT MACHINE LEARNING LIBRARIES
The implemented model is written in Jupiter notebook’s Python programming language using simple libraries like Panda [56], Pyplot [57] and Scikit-learn [58].

B. DATASET
Data is considered the first and most basic aspects of using machine learning techniques to get accurate results. The applied dataset is gathered from a well-known data repository, the ‘UCI machine learning repository’. There are five different datasets: the Cleveland, Hungary, Switzerland, VA Long
Beach [59], and Statlog heart disease dataset [60]. We have combined all of them in this research to obtain more accurate outcomes. More than 1190 cases are collected as a text file along with 14 special features from their database. 13 attributes of these combined datasets are taken as diagnosis inputs, whereas the ‘num’ attribute is selected as output. Six features which are considered relevant in medical literature were present in all or most records: age in years (age), sex (sex), resting blood pressure (trestbps), fasting blood sugar (fbs), chest pain type (cp), and resting electrocardiographic results (restecg). Table 1 describes the different attributes and the range of values.

The value of the ‘num’ attribute can be 0, 1, 2, 3 or 4. The predicted value ‘0’ represents that a patient does not have heart disease and the values from 1 to 4 reflect the various stages of chronic heart disease.

An overview of the total number of patients for each value of the num attribute in the combined dataset is shown in Fig. 4.

Since for the purpose of this research is to predict whether or not a patient is suffering from heart disease, we convert all values in the range of 1 to 4 to a 1. This means that the attribute now has the range of (0, 1).

**C. AN OVERVIEW OF DATA PREPROCESSING AND CLEANING TECHNIQUES**

There is a large amount of collected data in the modern world that can be gathered via the internet, surveys, and experiments, etc. Often the data to be used contain missing values, noise, and distortions, however. The combined dataset used for this research also contains missing or null values. There are some popular techniques, such as imputation and deletion that can be used to deal with missing values. In our dataset, this problem is resolved by using the K-Nearest Neighbors [62] imputation method. Before machine learning algorithms can be applied, data must also need to be normalized or standardized. Standardization converts the data to a mean of 0 ($\mu$) and a standard deviation ($\sum$) of 1. The conversion formula of (8) is given below [63]:

$$\text{Standardization, } X = \frac{(X - \mu)}{\sigma}$$  \hspace{1cm} (8)

**D. FEATURE SELECTION TECHNIQUES**

Feature selection techniques are important for the machine learning procedure as the best attributes for classification need to be extracted. This also helps to reduce the execution time. We have selected two algorithms: Relief feature selection and the Least Absolute Shrinkage and Selection Operator.

1) **RELIEF FEATURE SELECTION TECHNIQUE**

Relief is a selection attribute algorithm that gives a weight to all the features in the dataset. These weights can then be modified gradually [64]. The aim is to ensure that the important features have a large and that the remaining features have low weights. Relief uses the similar techniques as in KNN to determine feature weights. This well – known algorithm of feature selection approaches has been shown by Kira and Rendell [65]. $R_i$ is for a randomly selected instance. Relief searches for its two nearest neighbours: one from the same class, called closest hit $H$, and one from the opposite class, called closest miss $M$. It adjusts the consistency calculation $W[A]$ for feature $A$ according to the $R_i$, $M$, and $H$ values. If there is a large difference between $R_i$ and $H$ occur this is not desirable, so the performance value $W[A]$ is reduced. On the

<table>
<thead>
<tr>
<th>No.</th>
<th>Attributes</th>
<th>Data Types</th>
<th>Description</th>
<th>Value Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>age</td>
<td>Integer</td>
<td>Age in years</td>
<td>29 to 79</td>
</tr>
<tr>
<td>2</td>
<td>sex</td>
<td>Integer</td>
<td>Gender instance</td>
<td>0 and 1</td>
</tr>
<tr>
<td>3</td>
<td>cp</td>
<td>Integer</td>
<td>Chest pain type</td>
<td>1, 2, 3, and 4</td>
</tr>
<tr>
<td>4</td>
<td>trestbps</td>
<td>Integer</td>
<td>Resting blood pressure in mm Hg</td>
<td>94 to 200</td>
</tr>
<tr>
<td>5</td>
<td>choi</td>
<td>Integer</td>
<td>Serum cholesterol in mg/dl</td>
<td>126 to 564</td>
</tr>
<tr>
<td>6</td>
<td>fbs</td>
<td>Integer</td>
<td>Fasting blood sugar &gt; 120 mg/dl</td>
<td>0, 1</td>
</tr>
<tr>
<td>7</td>
<td>restecg</td>
<td>Integer</td>
<td>Resting ECG results</td>
<td>0, 1, and 2</td>
</tr>
<tr>
<td>8</td>
<td>thalach</td>
<td>Integer</td>
<td>Maximum heart rate achieved</td>
<td>71 to 202</td>
</tr>
<tr>
<td>9</td>
<td>exang</td>
<td>Integer</td>
<td>Exercise induced angina</td>
<td>0, 1</td>
</tr>
<tr>
<td>10</td>
<td>oldpeak</td>
<td>Real</td>
<td>ST depression induced by exercise relative to rest</td>
<td>1 to 3</td>
</tr>
<tr>
<td>11</td>
<td>slope</td>
<td>Integer</td>
<td>Slope of the peak exercise ST segment</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>12</td>
<td>ca</td>
<td>Integer</td>
<td>Number of major vessels colored by fluoroscopy</td>
<td>0 to 3</td>
</tr>
<tr>
<td>13</td>
<td>Thal</td>
<td>Integer</td>
<td>Defect types</td>
<td>3, 6, 7</td>
</tr>
<tr>
<td>14</td>
<td>num</td>
<td>Integer</td>
<td>Diagnosis of heart disease</td>
<td>0, 1, 2, 3, and 4</td>
</tr>
</tbody>
</table>
other hand if there is a large difference between $R_i$ and $M$ for attribute $A$ then $A$ may be used to distinguish different classes, so the weight $W[A]$ is increased. This process will is continued form times where $m$ is a parameter that can be adjusted.

2) LEAST ABSOLUTE SHRINKAGE AND SELECTION OPERATOR ALGORITHM (LASSO)

The minimum selection and shrinkage functionality of this operator depends on modifying the absolute value of the coefficient of functions. Some coefficient values of the features are zero, and features with negative coefficients can also be removed from the subset of features. The LASSO has a very good performance for feature values with small coefficients. Features which have large coefficient values will be available in the chosen subsets of features. Unnecessary features can be found with LASSO [66]. Moreover, the reliability of this feature can be enhanced by repeating the above procedure many times eventually taking the most frequently found features in as the most important ones. This is called the randomized LASSO feature, which was introduced by Meinshausen and Buhlmann, in 2010 and Wang in 2011 [67]. It should be implemented on a powerful computer as it uses parallel programming. It also demonstrates its realization for the present application, where $q^{-1}$ represents the vector of the related $i^{th}$ sub-region keys.

E. ENSEMBLE METHODS OF MACHINE LEARNING

Ensemble techniques mix multiple classifiers of a Decision Tree to achieve better classification results than only one Decision Tree classifier. The core idea behind the ensemble method is that a combination of weak learners can work together to form a strong learner, thus improving the model’s accuracy and precision [39]. Fig. 5 depicts the ensemble process [39]. When we seek to identify the target feature using any machine learning method, key reasons for in the difference real and identified outcomes are noise, uncertainty, and bias. Ensemble techniques assist in dealing some of these variables, particularly uncertainty and bias. In this study, we apply two ensemble techniques: Bagging and Boosting to obtain more accurate results. These techniques are explained below.

1) BAGGING TECHNIQUE

Bagging is used when the goal is to reduce the variance of Decision Tree classifiers. The objective is to create several subsets of data from the training samples. [68] Randomly chosen collections of subset data are used to train their Decision Tree. As a result, we get an ensemble of different models. The average of all predictions from different trees is then used. This is more robust than a single Decision Tree classifier. It helps not only to reduce the overfitting problem but also to handle higher dimensionality data properly. It resolves missing data issues and maintains accuracy. The process of the Bagging method is described in Pseudocode 1 and Fig. 6.

With the help of the Bagging technique, three ensemble hybrid models, based on DT, RF, and KNN, are constructed. The three hybrid models: DTBM, RFBM, and KNNBM are applied in both the training and testing phase.

2) BOOSTING TECHNIQUE

Boosting is a repetitive process which depends on the last prediction and changes the weight. Fig. 7 are added to better understand the workflow.

If an instance is incorrectly classified its weight is increased. Usually, Boosting constructs good predictive models [69]. It generates different loss functions and works by combining the weak models to boost their performance. For this research, we have applied the Boosting technique on two classification algorithms: AB and GB to construct our hybrid models. The resulting ABBM and GBBM are applied in both the training and testing phase.
Pseudocode 1 Pseudocode for Bagging Method

BEGIN
1. Let $D = \{d_1, d_2, d_3, \ldots d_n\}$ be the given dataset
2. $E = \{\}$, the set of ensemble classifiers
3. $C = \{c_1, c_2, c_3, \ldots c_n\}$, the set of classifiers
4. $X$ = the training set, $X \in D$
5. $Y$ = the test set, $Y \in D$
6. $L = n(D)$
7. for $i = 1$ to $L$
8. $S(i)$ = {Bootstrap sample $i$ with replacement} $\in X$
9. $M(i)$ = Model trained using $C(i)$ on $S(i)$
10. $E = E \cup C(i)$
11. next $i$
12. for $i = 1$ to $L$
13. $R(i)$ = $Y$ classified by $E(i)$
14. next $i$
15. Result = $\max(R(i) \mid i = 1, 2, \ldots, n)$
END

F. PROPOSED APPROACH FOR THE CLASSIFICATION MODEL

This section discusses the machine learning approaches that are used in this research to generate an intelligent prediction system for heart disease.

1) DECISION TREE

The Decision Tree algorithm, which has only 2 numClasses, is one of the most powerful and well-known predictive instruments [70]. Every interior node in the structure of a Decision Tree refers to testing a property, every branch corresponds to a test outcome, and each leaf node is a separate class [71], [87].

‘Learning’ based on Decision Tree (DT) often applies an upside-down tree based progression technique. The algorithm is capable of resolving both classification and regression problems. The tree grows from the root node by determine a ‘Best Feature’ or ‘Best Attribute’ from the set of attributes available at hand, ‘splitting’ is then applied. Selection of the ‘Best Attribute’ is often carried out through the calculation of two other metric, ‘Entropy’ as shown in (9), and Information Gain, shown in (10). The ‘best attribute’ is the one that provides the most useful information. Entropy indicates how homogeneous the dataset is and Information Gain is the rate of increase or decrease in Entropy of attributes [100].

$$E(D) = -P \text{ (positive) } \log_2 P \text{ (positive)} - P \text{ (negative) } \log_2 P \text{ (negative)}$$ (9)

Equation (9) calculates the Entropy $E$, of a dataset $D$, which holds the positive and negative ‘Decision Attributes’.

$$Gain \text{ (Attribute } X) = Entropy \text{ (Decision Attribute } Y) - Entropy(X, Y)$$ (10)

Non-parametrically supervised learning methods, such as C4.5 are used for classification and regression. This aim of the method is to develop a model that predicts the value of the dependent variable by studying basic rules for decision making.

Baihaqi et al. [73] applied the C4.5 classifier to diagnose CAD using and obtained 78.95% accuracy. However, the classifier C4.5 usually does not allow small datasets. The RF classifier (describer below) may perform better [74], for heart disease detection or alternatively the combining strategy using bagged decision trees [75].

2) RANDOM FOREST

The Random Forest (RF) classifier is an ensemble algorithm [76]. This implies that it consists of more than one algorithm. Usually In this case, it consists of several DT algorithms [77]. RF build up an entire forest from several uncorrelated and random Decision Trees during training segment [101]. Ensemble learning methods employ multiple learning algorithms to generate an optimal predictive model, which can provide better results than any of the individual model’s prediction [101]. Computational complexity may increase as RF uses more features than a standalone DT, but it generally has a higher accuracy when dealing with unseen datasets. The result of the Random Forest algorithm is the mean result of the total number of Decision Tree algorithms. Illustration, Fig. 8 gives and graphical description of Random Forest [87].

The Random Forest ensemble classifier builds and integrates multiple decision trees to get the best result. It primarily refers to tree learning through aggregating bootstraps. Let the provided data be $X = \{x_1, x_2, x_3, \ldots, x_n\}$ with responses $Y = \{x_1, x_2, x_3, \ldots, x_n\}$ with a lower limit of $b = I$ and an upper limit of $B$. The prediction for sample $x'$ is made by averaging the predictions $\sum_{b=1}^{B} f_b(x')$ from every
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distance between two data points to identify heart disease. It is a learning method for grouping, regression, and different tree predictors, is often used for the analysis of big data. It is nonparametric since the method does not use data distribution assumptions. KNN considers the equivalence of the new data and the existing data and does not use data distribution assumptions. KNN calculates the Euclidean distance between new data in the class, which is nearest to the new data. KNN is considered nonparametric since the method does not immediately learn from a collection of training data. KNN is used for regression problems as well as for recognition problems. It is also known as the lazy learner algorithm as it does not immediately learn from a collection of training data. KNN calculates the Euclidean distance between new A \( (x_1, y_1) \) data and previously accessible B\( (x_2, y_2) \) data, using the equation (12) [81].

\[
\sqrt{(x_2-x_1)^2 + (y_2-y_1)^2}
\]  

(12)

The Euclidean formula may be used to evaluate the distance between two data points \( (x_2, x_1) \) and \( (y_2, y_1) \) in two-dimensional space. KNN puts the new data into the class which has the least Euclidean distance to the new data.

Previous research [82] has used KNN as an automated classification technique for coronary artery disease. When conducting linear discriminant analysis KNN had a better accuracy than SVM and NN [85]. Rajkumar and Reena obtained an accuracy of just 45.67% [83] using KNN to diagnose CAD. However, Gilani et al. [84] subsequently compared the F1 score with many classification models and found that the KNN classifier performed best among the seven classifiers. A limitation of the method is that due to the high computational complexity, KNN is not appropriate for implementation in a low power or a real-time environment.

On a different note, in place of using Euclidean Distance, Suryawanshi and Sharma [102] have shown ‘Spearman Correlation’ [103] can also be employed as the distance measure for KNN based classification as shown in (13). P and Q are training and testing tuple respectively while n is the number of total observations. The values of \( f_{ij} \) usually lies between 1 and −1.

\[
f_{ij} = 1 - \frac{6 \sum_{i=1}^{n} (\text{rank}(P_i) - \text{rank}(Q_i))^2}{n(n^2-1)}
\]  

(13)

The changes have demonstrated some enhancements over regular KNN model with nearly 50% improvement in accuracy (97.44% in 80%-20% Train and Test ratio).

4) ADABOOST
AdaBoost or Adaptive Boosting is a Boosting algorithm that is used for binary classification and combines a number of weak classifiers to make a more robust classifier [86]. This algorithm produces the predicted accuracy based on 1000 samples. The training dataset instances are weighted with a starting weight [87] as shown in (14).

\[
\text{Weight } (x_i) = \frac{1}{N}
\]  

(14)

where \( N \) is the frequency of training instances, and \( x_i \) is \( i^{th} \) training instance. The decision stump gives an output for each input variable. The misclassification rate is then calculated using equation (15).

\[
\text{Error} = \frac{\text{correct} - \text{N}}{N}
\]  

(15)

where \( N \) is the frequency of training instances. Boosting simply means combining several simple trainers to achieve a more accurate prediction. AdaBoost (Adaptive Boosting) fixes the weights which vary for both samples and classifiers [88]. This causes the classifiers to focus on results that are relatively difficult to identify accurately. The final classification formula is shown in equation (16).

\[
H_k (p) = +/ - (\sum_{k=1}^{K} a_k h_k (p))
\]  

(16)

Equation (15) is a linear combination of all the weak classifiers (simple learners), where \( K \) is the total number of weak classifiers \( h_k (p) \) is the output of weak classifier \( t \) (this can be either −1 or 1). \( a_k \) is the weight of classifier \( k \).
5) GRADIENT BOOSTING

Gradient Boosting is a Boosting algorithm that required only 100 samples, used for classification and regression problems [89]. Gradient Boosting consists primarily of three factors [90]: An enhanced loss function, a weak learner to make predictions, and an additive model to combine weak learners to minimize the loss function [91]. Gradient Boosting is a technique that can increase the algorithm’s efficiency by eliminating overfitting.

The application of gradient tree Boosting to the Tobit model, called as the ‘Grabit’ model, helps to improve the accuracy when there is an imbalance between the numbers in each class. Boosting rather basis methods also known as regression tree learners, to obtain higher predictive precision on a large variety of datasets, e.g. [92], but it utilizes familiarity in a specific area. The distinction between Boosting process and traditional machine learning is that function space excludes optimization. The optimal function \( F(X) \) is obtained after iterations \( m \)-th [93] that is derived as per (17):

\[
F(X) = \sum_{i=0}^{m} f_i(x)
\]

where \( f_i(x) (i = 1, 2, ..., M) \) indicates feature increments, the \( f_i(x) = -\rho_i x \text{gm}(X) \). The latest base-learner is the largest loss function correlated with negative gradients [94]. The negative gradient for the \( m \)-th iteration is (18).

\[
gm = -\left[ \frac{\partial L(y, F(X))}{\partial F(X)} \right]_{F(X) = \text{Fm-1}(X)}
\]

where \( gm \) is the path where the loss function decreases the most rapidly when \( F(X) = F_m - I(X) \) [93]. A new decision tree aims to correct the error made by its previous base learner. \( T \) model is then modified to (19).

\[
F_m(X) = F_m - 1(X) + \rho_m x h_m(X, \alpha_m)
\]

In this system, several classifiers with ensemble techniques including DTBM, RFBM, KNNBM, ABBM and GBBM have been applied to compare these algorithms. Using DT as a base class does not always help to get a higher accuracy. The highest accuracy using ensemble techniques was achieved by using RFBM in our prediction system.

VI. RESULTS AND DISCUSSION

A. OUTCOMES OF FEATURE SELECTION PROCESSES

Relief [95], a feature selection algorithm, selects main features based on the weight of the data. The most important seven input features selected by Relief are given in Table 2. The most important feature for predicting heart disease is serum cholesterol (chol) which rank score is 0.867 according to the findings.

Table 3 shows the score of the eight most essential features selected by LASSO for diagnosing heart disease.

<table>
<thead>
<tr>
<th>Feature name</th>
<th>Feature code</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years</td>
<td>age</td>
<td>0.19</td>
</tr>
<tr>
<td>Serum cholesterol</td>
<td>chol</td>
<td>0.867</td>
</tr>
<tr>
<td>fasting blood sugar</td>
<td>fbs</td>
<td>0.0233</td>
</tr>
<tr>
<td>resting electrocardiographic results</td>
<td>restecg</td>
<td>0.582</td>
</tr>
<tr>
<td>maximum heart rate</td>
<td>thalach</td>
<td>0.543</td>
</tr>
<tr>
<td>exercise induced angina</td>
<td>thalach</td>
<td>0.0089</td>
</tr>
<tr>
<td>number of major vessels</td>
<td>ca</td>
<td>0.581</td>
</tr>
</tbody>
</table>

B. COMPARISON OF VARIOUS ALGORITHMS AND HYBRID APPROACHES ON THE DIFFERENT FEATURES

This section compares on the outcomes of the different classification models with the different input features. First, five machine learning classifiers and five hybrid techniques were applied to all features of heart disease dataset. Secondly, Least Absolute Shrinkage and Selection Operator Features Selection Algorithm (LASSO) was implemented to extract some relevant features and the same five machine learning classifiers and five hybrid techniques were applied again. Finally, the most important features selected by the Relief model were used as input to the classifiers and hybrid methods. Different performance metrics are also evaluated to evaluate the predicted outcomes.

Our original dataset contains 14 individual attributes in which 13 input functions are used to generate the outcome of the disease. From these 13 features, 6 significant features of our dataset, which matched prominent medical books and guides, these are, age in years (age), gender (sex), resting blood pressure (trestbps), fasting blood sugar (fbs), chest pain type (cp), and resting electrocardiographic results (restecg) [61], [97]. Some features including age, and sex are
not modifiable, while risk factors associated with other features (fbs, restecg, cp and trestbps) are gradually modifiable.

After applying the Relief feature selection algorithm to the proposed dataset, 7 features: age in years (age), serum cholesterol (chol), fasting blood sugar (fbs), resting electrocardiographic results (restecg), maximum heart rate (thalach), exercise induced angina (exang), and number of major vessels (0–3) colored by fluoroscopy (ca) have been selected based on their ranking values. Some missing attributes, present in notable medical books, were added: sex, trestbps [61], and cp [97] as it was felt that it was important that these features were included.

Eight relevant features: age, cp, trestbps, chol, thalach, oldpeak, slope, and that were selected according to their ranking by the LASSO feature selection algorithm. Chest pain was the feature with the highest score. Some missing attributes, present in all medical records, were added: sex, fbs and restecg, so that these features were part of all three feature sets.

Different machine learning techniques were applied to the selected features. The 2 × 2 confusion matrix was generated to produce the different performance metrics and provided a comparison of all mentioned algorithms. The performance metrics Accuracy, Error rates, Sensitivity, Precision, F1-Score, Negative Predictive Value, False Positive Rate, and False Negative Rates were used to evaluate the proposed models.

1) COMPARISON BETWEEN DIFFERENT METHODS BASED ON ACCURACY

Accuracy is usually considered to be the most important technique to evaluate machine learning algorithms. As mentioned above, we use five classifiers and five hybrid classifiers. We applied the ten different methods on the original 13 input features then on the eleven input features selected by the LASSO approach, and on the 10 features selected with the Relief method. Fig. 9 shows the accuracy of the different types of classifiers, including the five hybrid classifiers.

Considering 13 features, the most accurate prediction [98] is 89.07% was obtained from the AB Classifier, whereas the accuracy of KNN is 83.61%. The accuracy of DT and GB are very similar to each other (86.97%). However, results are significantly better for some of the hybrid classifiers: the accuracy of RFBM is 92.65%. When only evaluating 11 selected features (LASSO), the RF Classifier generates the lowest accuracy (86.97%). We get 88.6%, 93%, 90.75%, 92.85% accuracy for DT, KNN, AB, and GB classifiers respectively with the 11 LASSO features. GBBM has an outstanding performance of 97.85% and the other four hybrid classifiers DTBM, RFBM, KNNBM, and ABBM also provide a good accuracy: 88.65%, 97.65%, 96.6% and 90.75% respectively.

Looking at the accuracy of the ten strategies with the Relief features, the Random Forest Bagging method (RFBM), which is a hybrid classifier, demonstrated an excellent accuracy of 99.05%. The results of the hybrid models of DT, AB, and GB were similar to the previous results.

A dramatic improvement in accuracy with hybridization observed for the KNN model, from 94.11 % to more than 98 % accuracy.

2) COMPARISON BETWEEN DIFFERENT METHODS BASED ON ERROR RATES

Error rates also help to understand the model performance. The lowest error rate is generated by RFBM on the ten selected features by Relief, approximately 0.95%. However, for the eleven features selected by LASSO, the lowest error rate was obtained for DTBM; just under 2.2%. Fig. 10 clearly shows that KNN had the highest error rate (16.39%) for 13 features, followed by RF for 11 features (13.03%) and DT for 10 feature (10.88%).
3) COMPARISON BETWEEN DIFFERENT METHODS BASED ON PRECISION

Other performance metrics such as precision have also been used to evaluate the performance of classifier and hybrid algorithms. Considering 13 input features, a noticeable result of over 93% was obtained for precision with the RFBM model KNN had the lowest precision score: 84%. Other models had precision scores between these values. When applied to the 11 LASSO features, the best precision was obtained with the GBBM (98%), and the lowest precision (84%) for the GB classifier. Both the Decision Tree (DT) and Random Forest (RF) classifiers achieved a precision score of approximately 87%. The best precision was obtained evaluating 10 Relief features by RFBM which was close to 99%. KNN also had a high precision score (94%). For the 10 Relief features, DT produced the lowest score but this was still 89%. The outcomes for precision are depicted in Fig. 11.

4) COMPARISON BETWEEN DIFFERENT METHODS BASED ON RECALL

Recall or sensitivity score is an important performance matrix as it is important that people with heart disease are accurately classified. Fig. 12 shows the recall scores for the different algorithms and feature sets. A very poor recall score (just over 84%) has been generated when applied to the 13 features. ABBM, KNNBM, RF, and GBBM had recall scores of 89%, 89%, and 86%, and 91% respectively based on 13 features. For the 11 LASSO features, the RF algorithm had a low recall score (just over 85%) while RFBM and GBBM provided more satisfactory results over the 11 features. Similar recall scores of approximately 98% were obtained by the DTBM, RF, and KNNBM classifiers and hybrid models when using the 10 Relief features. The best recall score, however, was obtained with RFBM when applied to the 10 Relief features.

5) COMPARISON BETWEEN DIFFERENT METHODS BASED ON F1-SCORE

The F1-score is the harmonic mean of the precision and recall scores. For the 13 features, the highest F1-score (approximately 92%) is achieved with the RFBM which outperformed all other algorithms. KNN had the lowest F1 score for 13 features (84%), and the results for the DT and GB classifiers were similar: 87%, and 88% respectively.

After decreasing the number of features, the F1-score increased. For 11 features, GBBM had the highest score and most other classifiers also had better F1 scores than for 13 features. Result improved still further for the 10 Relief features with KNNBM and GBBM obtaining F1 scores of approximately 98% and DT, RF and AB of 90%, 98% and 93% respectively. The highest F1-score was obtained with the RFBM model that generates the highest outcome of f1-score (99%) and KNNBM provides the second highest score which is exactly 98%. The DTBM model had the lowest score for 10 features. F1-scores are shown in Fig. 13.

6) COMPARISON BETWEEN DIFFERENT METHODS BASED ON NEGATIVE PREDICTIVE VALUE

The negative predictive values (NPV) of the various algorithms have also been evaluated. The maximum NPV (98.59%) was obtained with RFBM, when applied to the Relief feature selection. The lowest NPV’s were recorded for DT (86.47%) and DTBM (89.7%). For 13 features, the performance of the classifiers and hybrid model was not so good. The best NPV, for RFBM, was only 90.8%. NPV’s for the features selected LASSO algorithm were less than for the features selected by Relief but still quite good compared with the 13 features values (93.6% for both RFBM and KNNBM).

Overall, the lowest numClasses = 2 score was obtained by applying DT and KNN on the 13 features. The NPV outcomes are depicted in Fig. 14.
7) COMPARISON BETWEEN DIFFERENT METHODS BASED ON FALSE POSITIVE RATE
The false-positive rates of the various algorithms are illustrated before and after feature selection. After applying the Relief feature selection algorithm, the minimum false-positive rate was obtained with the RFBM, 2.05%, whereas the FPR was seen with DT. The outcomes of FPRs for RF, KNNBM, GBBM and others were just under 3.5%, a good result without applying the Relief or LASSO feature selection techniques, false-positive rates for classifiers and hybrid algorithms are considerably higher. The lowest FPR score for all 13 features was obtained by the RFBM, while the FPR for KNN was very high. FPRs are shown in Fig. 15.

8) COMPARISON BETWEEN DIFFERENT OUTCOMES BASED ON FALSE NEGATIVE RATES
The false-negative rates of various algorithms has been presented before and after applying the two feature selection techniques Relief and LASSO. With the features selected by LASSO, GBBM had the lowest FNR (2.1%).
RF had the highest FNR (14.7%). For the selective features by Relief, the FNR was approximately 0% for RBBM. For GBBM, the FNRs are low for both feature selection techniques. Without feature selection technique the false negative rates are higher. KNN had the highest FNR (15.62%). False Negative Rates are depicted in Fig. 16.

C. COMPARISON TABLE BETWEEN THE ACCURACY OF THE PROPOSED MODELS AND EXISTING TECHNIQUES
A combination of five different datasets has been employed for this study. Fig. 1 depicts the infrastructure of our proposed system and the outcomes based on the all features (13), The results of the features selected by LASSO (11) and Relief (10) were shown in Table 4 As a consequence, separate results have been reported based on these features.
After changing the number of selected features by implementing selection algorithms, significant improvements have been noticeable. When an experiment has been gathered from all features, the best accuracy was achieved with the RFBM hybrid model (92.65%) and a low accuracy score was obtained with KNN (83.61%). Application of the LASSO selection algorithm leads to some dramatic changes. The highest accuracy was obtained with GBBM (97.85%), whereas the RF model performed the worst. The best results were obtained with the Relief feature selection technique. This achieves a 99.05% accuracy with RFBM. Our results have been compared to the existing models and datasets, see Table 4. Each row of the table deals with an algorithm that has been used in our studies, as well as two other related studies, and the results that have been reported. As an auxiliary information, we have also added the dataset that those studies have used. The table draws an overall picture of the performance of the algorithms in our study against other related works. The highest outcomes of previous results were just over 90.16% [43] and the performance of hybrid models was poor due to the limitations of the datasets [45]. The best result for hybrid models was only 89% (see Table 4). The highest accuracy achieved with previous research was 95.19% [53] and very poor performance of hybrid models [39]. Rashmi et al. [40] examined a 303-record dataset that had been extracted from the Cleveland dataset. That analysis showed that the Decision Tree achieved 75.55% accuracy. Dinesh et al. [41] worked on a 920-records datasets, combining the Cleveland, Long Beach VA, Switzerland and Hungarian datasets from the UCI repository and showed that RF could obtain an accuracy of 80.89%. Other authors in [49] applied the DT and RF to a dataset of 500 which was taken from the Armed Forces Institute of Cardiology (AFIC) and reported that DT achieved the best result (86.6%). Hybrid classifiers were explored by several researcher [39], [52], obtaining an accuracy of 85.48% using the KNNBM approach. The performance of our proposed model is very good compared to previous research works as can be seen from Table 4.

FPR is used to show the percentage of wrongly detected heart disease whereas the FNR or miss rate measures the incorrect negative classifications. Fig. 17 shows FPR and

| TABLE 4. A Comparison of accuracy between the proposed system and some existing systems. |
|-----------------------------------------------|------|----------------|----------------|-----------------|----------------|------|----------------|------|
| Models | Accuracy of this model using ALL features (13) | Accuracy of this model using 11 Features (LASSO) | Accuracy of this model using 10 features (Relief) | Dataset | Existing Systems Accuracy | Dataset | Existing Systems Accuracy |
| DT | 86.97% | 88.6% | 89.12% | Cleveland dataset (303) | 75.55% [40] | Armed Forces Institute of Cardiology (AFIC) (500) | 86.6% [49] |
| RF | 88.65% | 86.97% | 97.89% | Cleveland, Long Beach VA, Switzerland, and Hungarian datasets (920) | 80.89% [41] | Armed Forces Institute of Cardiology (AFIC) (500) | 68.6 % [49] |
| KNN | 83.61% | 93% | 94.11% | Cleveland dataset (303) | 90.16% [43] | Cleveland dataset (303) | 80% [50] |
| AB | 89.07% | 90.75% | 92.85% | Kita Hospital (HKH) Jakarta (450) | 46% [48] | Cleveland dataset (303) | 54.13% [51] |
| GB | 86.97% | 92.85% | 96.22% | Cleveland, Long Beach VA, Switzerland, Hungarian datasets (920) | 84.27% [41] | Cleveland, Statlog (583) | 95.19% [53] |
| DTBM | 87.97% | 88.65% | 90.22% | Rajaie cardiovascular medical dataset (303) | 79.54% [44] | Hungarian Institute of Cardiology (294) | 85.03% [52] |
| RFBM | 92.65% | 97.65% | 99.05% | Cleveland, Hungary, and Switzerland datasets | 88.4 % [42] | Cleveland Heart Disease Data (303) by Bagging Approach | 80.53% [39] |
| KNNBM | 89.63% | 96.6% | 98.05% | hybrid method by Cleveland dataset (303) | 84.07% [47] | Cleveland Heart Disease Data (303) by Hybrid Approach | 85.48% [39] |
| ABBM | 89.07% | 90.75% | 95.38% | Statlog Heart Disease Dataset (270) by Hybrid Approach | 89% [45] | Cleveland Heart Disease Data (303) by Boosting Approach | 75.9% [39] |
| GBBM | 90.97% | 97.85% | 98.32% | Health insurance research database of Taiwan nation (317) | 82.5% [46] | Cleveland Heart Disease Data (303) by ensemble Boosting Hybrid Approach | 78.88% [39] |
FNR values. The low FNRs represent a major outcome, based on the heart disease dataset. After evaluation, RFBM in combination with the Relief feature selection algorithm has been demonstrated to have the best performance.

The highest accuracy was obtained with the Relief feature selection algorithm and the Random Forest Bagging Method (99.05%). However, the outcomes of RestAVG scores were not bad for a diagnosis system. From Fig. 18, it can be observed that the values of the relevant performance indices were all about 94% except precision values which was higher (96.55%).

Note that the remaining three features which were not used with Relief are Thal, oldpeak and slope.

VII. COMPARATIVE EVALUATION OF OUR PROPOSED MODEL

In our predicted model, ten features have been evaluated to make this comparison more unique. Our introduced algorithms were conducted based on the all features (13), LASSO selected features (11), and Relief selected features (10).

The obtained outcomes were compared to other works to show the percentage of improvement, while decrease in performance also noted in one occasion (KNN). The highest increment was noticed for AB approach as opposed to previous works which was about 46% [48] percentage improvement were calculated for 13 features (93.63%), 11 features (97.28%), and 10 features (101.85%) respectively. On the other hand, the lowest increment in percentage was seen for the ABBM model which was just under 2%, however, for the selected features of LASSO it was just over 4%. Significant higher values were witnessed in 10 features than 13 features percentage calculator for RF, RFBM, KNNBM, and GBBM. Table 5 has been given below.

VIII. STATISTICAL ANALYSIS

We applied the Root Mean Squared Error and Log Loss to the output of our algorithms. Results are described below.

A. ROOT MEAN SQUARED ERROR

Following Fig. 19 portraits the Root Mean Squared Error for the 10 models. Here we are analyzing the RMSE of each model for 13 features, 11 features (LASSO) and 10 features (Relief). It is clear that RFBM model has the lowest RMSE for 13 features and 10 features - 27.735 and 8.602 respectively. The GBBM model, produces the minimum RMSE for LASSO which is 14.732. Thus, we might say that RFBM model produces the best results for 13 features and 10 features (Relief), whereas the GBBM model produces the best result for 11 features (LASSO).

KNN, RF and DT have the highest values of the RMSE for 13 features (41.345), 11 features (36.313) and 10 features (30.38) respectively. Therefore, we might conclude that these three models are the most ineffective.
TABLE 5. A comparison of accuracy between proposed system and existed outcomes.

<table>
<thead>
<tr>
<th>Models</th>
<th>Accuracy of all features (13)</th>
<th>Accuracy of 11 features (LASSO)</th>
<th>Accuracy of 10 features (Relief)</th>
<th>Existing Systems (Accuracy)</th>
<th>Percentage calculator for ALL features</th>
<th>Percentage calculator for 11 features</th>
<th>Percentage calculator for 10 features</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>86.97%</td>
<td>88.6%</td>
<td>89.12%</td>
<td>75.55% [40]</td>
<td>15.11% increase</td>
<td>17.27% increase</td>
<td>17.97% increase</td>
</tr>
<tr>
<td>RF</td>
<td>88.65%</td>
<td>86.97%</td>
<td>97.89%</td>
<td>80.89% [41]</td>
<td>9.60% increase</td>
<td>7.51% increase</td>
<td>21.01% increase</td>
</tr>
<tr>
<td>KNN</td>
<td>83.61%</td>
<td>93%</td>
<td>94.11%</td>
<td>90.16% [43]</td>
<td>7.26% decrease</td>
<td>3.15% decrease</td>
<td>4.38% decrease</td>
</tr>
<tr>
<td>AB</td>
<td>89.07%</td>
<td>90.75%</td>
<td>92.85%</td>
<td>46% [48]</td>
<td>93.63% increase</td>
<td>97.28% increase</td>
<td>101.65% increase</td>
</tr>
<tr>
<td>GB</td>
<td>86.97%</td>
<td>92.85%</td>
<td>96.22%</td>
<td>84.27% [41]</td>
<td>3.20% increase</td>
<td>10.18% increase</td>
<td>14.18% increase</td>
</tr>
<tr>
<td>DTBM</td>
<td>87.97%</td>
<td>88.65%</td>
<td>90.22%</td>
<td>79.54% [44]</td>
<td>10.59% increase</td>
<td>11.45% increase</td>
<td>13.42% increase</td>
</tr>
<tr>
<td>RFBM</td>
<td>92.65%</td>
<td>97.65%</td>
<td>99.05%</td>
<td>88.4% [42]</td>
<td>4.80% increase</td>
<td>10.46% increase</td>
<td>12.04% increase</td>
</tr>
<tr>
<td>KNBNBM</td>
<td>89.63%</td>
<td>96.6%</td>
<td>98.05%</td>
<td>84.07% [47]</td>
<td>6.61% increase</td>
<td>14.90% increase</td>
<td>16.62% increase</td>
</tr>
<tr>
<td>ABBM</td>
<td>89.07%</td>
<td>90.75%</td>
<td>95.38%</td>
<td>89% [45]</td>
<td>0.0786% increase</td>
<td>1.97% increase</td>
<td>7.17% increase</td>
</tr>
<tr>
<td>GBBM</td>
<td>90.97%</td>
<td>97.85%</td>
<td>98.32%</td>
<td>82.5% [46]</td>
<td>10.26% increase</td>
<td>18.60% increase</td>
<td>19.17% increase</td>
</tr>
</tbody>
</table>

FIGURE 20. Log Loss of different algorithms on Relief selected features.

B. LOG LOSS

Following Fig. 20 depicts the log loss (LL) for 10 types of models. Here we are analyzing the changes in LL value of each model for 13 features, 11 features (LASSO) and 10 features (Relief). If we take a deeper look, we can observe that GBBM model has the lowest LL value for 13 features and 11 features which are 5.683, 4.854 and 3.532 respectively. Thus, to recapitulate, all these three models are most inefficient for all three categories of features (13 features, LASSO and Relief).

IX. ANALYSIS ON RUNTIME AND COMPUTATIONAL COMPLEXITY

A. COMPUTATIONAL COMPLEXITY

The following Table 6 illustrates the Computational Complexity for seven different models. Two types of complexities are included in computational complexities: Training complexity and Prediction complexity. Only KNN and Boosting model have no training complexity associated with them. All other models have both training and prediction complexity which are given in the table.

Denoting \(n\) as the number of training sample, \(p\) as the number of features, \(ntrees\) as the number of trees (for methods based on various trees), and \(k\) as the number of neighbors, we have the following approximations: Bootstrap Aggregation or bagging is \(O(n)\) (for n-sized trees) and random subspace is \(O(d')\) (where \(d' \ll d\)). Complexity for \(t\) bagged trees of random subspaces is \(O(t\times d\times n\times 2\times \log(n))\) (taking \(d' = d\) for big O notation).

B. RUNTIME

The Fig. 21 displays the run time (RT) for 10 models. Here we are trying to evaluate the RT value of each model for 13 features, 11 features (LASSO) and 10 features (Relief). We can clearly notice that the RFBM model has the lowest RT which are 0.0126 for 13 features, 0.0012 for LASSO and 0.0011 for Relief respectively. On the other hand, the GBBM model has the longest RT, 1.9973 for 13 features, 1.7021 for 11 features and 1.5547 for 10 features respectively.
FIGURE 21. Run time performance of different algorithms on Relief selected features.

TABLE 6. Algorithmic complexities of the algorithms used.

<table>
<thead>
<tr>
<th>Models</th>
<th>Training Complexity Calculation</th>
<th>Prediction Complexity Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>O(n²p)</td>
<td>O(p)</td>
</tr>
<tr>
<td>RF</td>
<td>O(n²p + n log(n))</td>
<td>O(p)</td>
</tr>
<tr>
<td>KNN</td>
<td>O(n log(n))</td>
<td>O(p)</td>
</tr>
<tr>
<td>AB</td>
<td>O(n log(n))</td>
<td>O(p)</td>
</tr>
<tr>
<td>GB</td>
<td>O(n log(n))</td>
<td>O(p)</td>
</tr>
<tr>
<td>DTBM</td>
<td>O(n²p log(n))</td>
<td>O(p² log(n))</td>
</tr>
<tr>
<td>RFBM</td>
<td>O(n²p log(n))</td>
<td>O(p² log(n))</td>
</tr>
<tr>
<td>ABBM</td>
<td>O(n²p log(n))</td>
<td>O(p² log(n))</td>
</tr>
<tr>
<td>KNNBM</td>
<td>O(n²p log(n))</td>
<td>O(p² log(n))</td>
</tr>
<tr>
<td>GBBM</td>
<td>O(n²p log(n))</td>
<td>O(p² log(n))</td>
</tr>
</tbody>
</table>

TABLE 7. Parameters used.

<table>
<thead>
<tr>
<th>Applied Algorithms</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>algo = &quot;Classification&quot;; numClasses = 2; maxDepth = 5; minInstancesPerNode = &quot;auto&quot;; minInfoGain = &quot;auto&quot;; maxBins = 32; maxMemoryInMB = 256 MB; subsamplingRate = &quot;auto&quot;; impurity = &quot;gini&quot;</td>
</tr>
<tr>
<td>RF</td>
<td>numClasses = 2; numTrees = &quot;auto&quot;; featureSubsetStrategy = &quot;false&quot;; subsamplingRate = &quot;auto&quot;; impurity = &quot;gini&quot;; seed = &quot;False&quot;</td>
</tr>
<tr>
<td>KNN</td>
<td>algorithm = &quot;auto&quot;, leaf_size = 30, metric = &quot;minkowski&quot;, nmetric_params = None, n_jobs = 1, n_neighbors = 5, p = 2, weights = &quot;uniform&quot;</td>
</tr>
<tr>
<td>AB</td>
<td>n_samples = 1000, probability = True, kernel = &quot;linear&quot;, n_features = 4, n_informative = 2, n_redundant = 0, random_state = 0, shuffle = False</td>
</tr>
<tr>
<td>GB</td>
<td>Loss = &quot;Log Loss&quot;, numiterations and learningRate = &quot;auto&quot;; algo = &quot;Classification&quot;</td>
</tr>
<tr>
<td>DTBM</td>
<td>base_classifier = &quot;DT&quot;, parameter = &quot;default&quot;</td>
</tr>
<tr>
<td>RFBM</td>
<td>base_classifier = &quot;RF&quot;, parameter = &quot;default&quot;</td>
</tr>
<tr>
<td>KNNBM</td>
<td>base_classifier = &quot;KNN&quot;, parameter = &quot;default&quot;</td>
</tr>
<tr>
<td>ABBM</td>
<td>base_classifier = &quot;AB&quot;, parameter = &quot;default&quot;</td>
</tr>
<tr>
<td>GBBM</td>
<td>base_classifier = &quot;GB&quot;, parameter = &quot;default&quot;</td>
</tr>
</tbody>
</table>

XI. LIMITATIONS OF OUR PROPOSED SYSTEM

The overall discussion has shown that the performance of different classifiers were good enough in comparison to previous studies, however, there are indeed few limitations, such as, the dependency on a specific Feature Selection technique, for instance more reliance on Relief in this case to produce highly accurate results. Additionally, high level of missing values in the dataset can have an adverse effect. We have demonstrated how to address the issue through the proper methods, and therefore other dataset when used with this model, must also take care of this issue if the missing value is quite significant. Furthermore, though our training dataset is reasonably extensive, larger dataset would make the model more precise.

XII. CONCLUSION

Identifying the risk of heart disease with reasonably high accuracy could potentially have a profound effect on the long-term mortality rate of humans, regardless of social and cultural background. Early diagnosis is a key step in achieving that goal. Several studies have already attempted to predict heart disease with the help of machine learning. This study takes similar route, but with an improved and novel method and with a larger dataset for training the model. This research demonstrates that the Relief feature selection algorithm can provide a tightly correlated feature set which then can be used with several machine learning algorithms. The study has also identified that RFBM works particularly well with the high impact features (obtained by feature selection algorithms or medical literature) and produces an accuracy, substantially higher than related work. RFBM achieved an however, the default parameter was used with base classifiers for ensemble technique.
The primary aim of this research was to improve upon the datasets where the level of missing data is high. The application to generalize the model even further so that it can work with different data mining techniques in the diagnosis of heart disease,” Int. J. Comput. Sci., vol. 20, no. 1, pp. 11–17, 2017.
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